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ABSTRACT

In order to make an estimate of the size of a population of animals
at a given time by the Petersen method, use is made of a sample of the
fraction of marked animals in the population. However, if some of the
animals originally marked lose their marks and thus can not be identified
in the sample, a Petersen type estimate will be biased, the magnitude of
the bias depending upon the proportion of animals retaining their iden-
tity. If an estimate can be made of the animals which have retained
their identity at a given time, it is possible to make corrections for
this bias. This report presents formulas for estimating the number of
marked animals which have retained their identity at a given time from
multiple marked animals and shows their derivation, shows their appli-
cation to the Petersen method, discusses the necessary conditions for
them to apply, discusses the errors associated with such estimates and
shows how confidence limits can be determined.
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INTRODUCTION

In order to make an estimate of the size of a population of animals
at a given time by the Petersen method (or what game biologists com-
monly refer to as the Lincoln Index) use is made of a sample of the
fraction of marked animals in the population. The assumption is made
that this sample fraction is an unbiased estimate of the fraction of
marked animals in the population. However, if some of the animals
originally marked lose their mark and thus can not be identified in the
sample, a Peterson type estimate will be biased, the magnitude of the
bias depending upon the proportion of animals retaining their identity.
If an estimate can be made of the number of animals which have re-
tained their identity at a given time, it is possible to make corrections
for the bias. The purpose of this report is to present formulas for
estimating the number of marked animals which have retained their
identity at a given time from multiple marked animals and to show
their derivation, to show their application to the Petersen method, to
discuss the necessary conditions for them to apply, to discuss the errors
associated with such estimates and to show how confidence limits can be
determined. Also, it is suggested that more studies using techniques
such as multiple marking be undertaken to determine how serious the
bias from the loss of marks is in population estimates.

There appears to be considerable confusion relative to what is the
correct method of estimating the number of marked animals which have
retained their identity. For example, Murry (1960) used a procedure
which gave a valid estimate of the number of marked deer that retained
their identity; however, Dennett and Kidd (1960) used a procedure to
estimate the number of marked animals which retained their identity
which gave an estimate with a positive bias. It is hoped that this
discussion in considering the essential points in population estimates in
the case of multiple marking will illustrate what is the correct method.

Even though the previous studies were in reference to terrestial
animals the same procedure applies to aquatic animals. Beverton and
Holt (1957) in their book “On the Dynamics of Exploited Fish Popula-
tions” consider this problem and they especially cover the case where the
loss of marks from multiple marked animals are not independent, which
is not covered in this report.

THE PETERSON METHOD

A number of marked animals are placed in the population and then
during some succeeding interval a sample of the population is taken to
estimate the fraction of marked animals in the population. The size of
the population of animals can be estimated as follows:

t=M/(x/n)
or t=Mn/x
where t—=estimate of T, the size of the population at time of
marking

M=number of animals originally marked
x—number of marked animals in the sample
n=number of animals in the sample

In the notation employed in this report a capital letter usually refers
to a population parameter and a small letter refers to a sample para-
meter or estimate from the sample.

Formula (1) is the maximum—Ilikelihood estimate of the population
and it is consistent in the sense that it tends to the correct value as the
sample fraction is increased. However, it is biased, and in small sam-
ples this bias can be substantial (Bailey, 1952). This bias is positive
and of the order f! where f=E(x)=Mn/T (Bailey, 1952). However,
in large enough samples this bias will not be serious. Bailey proposed a
modified formula which gives an almost unbiased estimate. Thus:

t=M(n+41)/x+1 (2)
Bailey (1952) and others have pointed out that the estimate of the recip-
rocal of the populations size YT is unbiased. Thus:

y=(x/n)/M (3)
or y=x/n . .
where y=t", the estimate of the reciprocal of the population size.
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Also, according to Ricker (1958) the reciprocal has the advantage
that it has the tendency to be distributed more nearly symmetrically
about the population mean.

Ricker (1958) lists the necessary conditions for the application of
formulas (1) through (8). These are:

(1) The marked animals suffer the same mortality as the unmarked.

(2) The marked animals are as vulnerable to recapture as the un-
marked animals.

(3) The marked animals do not lose their mark.

(4) The marked animals become randomly mixed with the unmarked
animals or the subsequent sample is proportional to the number
of animals present in different parts of the population.

(5) All marked animals are recognized and reported on recovery.

(6) There is only a negligible amount of recruitment to the catchable

population during the time the recoveries are being made.

The satisfaction of all of the above conditions is important in the
straight forward application of the Petersen method. However, this
paper is concerned mainly with condition (3) and how to correct for
it when it is not satisfied.

DEVELOPMENT OF SAMPLING MODEL

In almost all of the development to follow, use will be made of the
concept of compound probabilities of independent events. Therefore this
concept will be introduced at the start.

If two independent events have probabilities of occurrence of P (ai)
and P(a;) respectively, then the compound probability P(a;, a:) that
both events will occur together is the product of their separate prob-
abilities. Thus,

P(al, az):P(al) P(ae). (4)
Now if P(a:) =P (a:), then,

P(ay, a:) =P(a)> (5)
If more than two independent events are involved then,

P(ay, as, .« . a:)=P(a:) P(a:) ... P(ar) (6)
and if P(a;) =P(a:)= ... =P(a:), then,

P(ay as ... ar)=P(a)r. (7)

This can be verified in almost any introductory text dealing with
probability, such as Goldberg (1960) or in more advanced texts such
as Feller (1957) and Anderson and Bancroft (1952).

We are assuming that an animal is marked with mark 1, mark 2
through r marks and that the event (a), the loss of a mark, occurs
independently and randomly throughout the population and that the
events (ai), (az), ... (a:), the loss of mark 1, 2, .. ., r, respectively,
are mutually independent.

Assuming that our assumptions apply, then our problems is to de-
termine the number of animals which lose all r marks, i.e., the number
of animals which lose their identity. If we know the probabilities of
losing mark 1, 2, . . ., r, then from formulas (4) through (7), we can
determine the probabilities of losing all r marks. Probability is some-
times defined as the proportion in a large number of repeated independ-
ent trials. Then, the number of animals expected to lose all marks
would be MP (ai, as, . . ., ar) where M is the number of animals origi-
nally marked. However, the probabilities of losing a mark is not known,
but these can be estimated from the sample. Such estimates are known
as emperical probabilities.

Actually, we are dealing with random variables and we are interested
in the joint probability distribution of mark 1, 2, ..., r. Let’s consider
the joint distribution of the loss or retention of mark 1 and mark 2.
This joint distribution will be a bivariate frequency function represented
symbolically by f(m, m) where m refers to mark 1 and m refers to mark
2. Let event (a), the los sof a mark be repeated by 0 and event b
the retention of a mark be represented by 1, then their joint probability
distribution would be as follows:

- 163



m| mg
B e Totals
m
o ks (Eo, Mo) 1 (nT": m;) £ (?no)
m: f(x—m, me) f(ITTn m) f(rﬁl)
Totals £ (md) £ () !

From the_above it can be seen that \,"3‘ f(r?lx, m,) =1, where W is
the entire (m, m) region. However, we are interested in a subregion,
w of W, that is, the region (ms, mo). Since £ f(m,, m) can be com-
puted for any subregion, then P(w)=3: f(m;, m,) which in this case
would be the probability of losing both marks. Then the probability of

not losing both marks, which is the subregion not included in w, is
1-P(w). Note, the totals of the columns give the probability distribu-

tion of m and the totals of the rows give the probability distribution of
m, which are designated as the marginal distributions of 71 and m. Also
note the = f(m;) and the X f(m,) both equal 1 and that in this
case they will be binomially distributed. The Z: (T, mi) will also
equal 1. _ W _

Since m and m are independent f(m,, mi)=f(m;) f(m:) and the
entry in any row and column is the product of f(m,} and f(m) and
which will give the probability of event m: and mi occurring together.
The function, f(m., m,) is also a random variable and since we are
interested only in whether an animal loses both marks or does not lose
both marks, this function will be distributed binomially, Z.e., [P(w)+
P(q)]r=1, where P(q)=1—P(w).

From the previous we can devise a sampling plan to estimate the
number of animals retaining their identity. If we take a random sam-
ple, with replacement, of the animals with mark 1, then, since we are
sampling from the binomial probability distribution, an unbiased esti-
mate of P(a.), the probability of losing mark 1 is

b=y (8)
where plzihe proportion of the animals in the sample losing mark

a;—the number of animals in the sample which lost mark 1
n=the number of animals in the sample

and the expected value of p, is

E(p:) =E(a:/n) 9)
Likewise, P(a:), the probability of losing mark 2 is estimated by
p:=a./n (10)
and
E(p:) =E(2:/n) (11)
Then, P(ai, a:) can be estimated by
Pin=DP: (12)

where p;—the estimate of the proportion of animals originally
marked with mark 1 and 2, which lost both mark 1 and 2

and E(piz) =E(p:) E(p2)
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Therefore, pi,» is an unbiased estimate of the proportion of animals los-
ing their identity in an infinite population. However, this is only the
most likely proportion of animals losing their identity in the finite popu-
lation of animals we have marked (which can be considered as a sample
from an infinite population). It is not necessarily the proportion losing
their identity in the finite population, even if the proportion of animals
losing mark 1 and mark 2 was known without error. If p;» is an un-
biased estimate, then 1-p,,» is an unbiased estimate of the proportion of
animals retaining their identity.

So far we have considered only the joint distribution of the loss or
retention of mark 1 and mark 2; however, this can be extended in a
similar manner to 3 or more marks.

ESTIMATING ANIMALS WHICH RETAINED THEIR IDENTITY

If a number of multiple marked animals are put into the population
and then during some succeeding interval a sample of the population is
taken then it is possible to estimate the number of marked animals
which have retained their identity. Let the animals be originally marked
with two marks, mark 1 and mark 2. Let’s take an unbiased sample of
the animals and assume that the loss of mark 1 is independent of mark
2 and that the loss of marks occurs randomly throughout the population.
In the sample some animals will be found to have lost mark 1 and mark
2. All animals marked with mark 1 will be an unbiased sample of those
which were originally marked with mark 2 some of which lost mark
2 and some of which retained mark 2. This would have to be true by
definition, since the conditional probability of losing mark 1 given that
mark 2 is not lost is equal to the probability of losing mark 1 and the
conditional probability of losing mark 2 given that mark 1 is not lost is
equal to the probability of losing mark 2, if the loss of mark 1 and 2
are independent of each other.

Then an estimate of the proportion of animals losing mark 2 is

a
=7, (14)
where p.—estimate of the proportion of animals losing mark 2
a,=—the number of animals in the sample which lost mark 2

b.=the number of animals in the sample with mark 1
Likewise,

=%, (15)

where p.=—estimate of proportion of animals losing mark 1
a;—the number of animals in the sample which lost mark 1
b.—=the number of animals in the sample with mark 2.

Then pi, . . .,») an estimate of the proportion of animals losing their
identity or proportion of animals losing the ith through rth tag is,

Piz=P1D2 (16)
and an estimate of the proportion of animals not losing their identity, is
q:l-—pl, [EREETE (17)
Then s, an estimate of the number of animals originally marked which
have retained their identity, is
s=qm (18)

So far, we have been assuming that P(a,) =P (a.); however, if we
can safely assume that the probability of losing mark 1 is equal to the
probability of losing mark 2, i.e., P(a;) =P(a.), it will be better to pool
the sampling data and make one estimate of P(a) the probability that
lanstr mark will be lost. Then, p, the estimate of the proportion of marks
ost is

a:4-a
b= pipe (19)
An equivalent of formula (19), which probably is the form that can be
used the easiest with field data is

P=53 ¢ (20)
165



where c¢=the number of animals in the sample which lost one mark
d=number of marked animals in the sample
Then P12=p° (21)
and an estimate of the number of animals originally marked which have
retained their identity can be made by using formulas (11) and (12).
Now let the animals be originally marked with three marks, mark 1,
mark 2, and mark 3. Let’s take an unbiased sample of the animals and
assume that the loss of mark 1, 2 and 3 are independent of each other.
Then an animal marked with mark 2 and/or mark 3 will be an unbiased
sample of those which were originally marked with mark 1. An estimate
of the proportion of animals losing mark 1 is
ax
B=po (22)

where a;—=the number of animals in the sample losing mark 1

b:, s=the number of animals in the sample with mark 2
and/or mark 3

Likewise,
asg
P=7 (23)
and p3:b%3; (24)

where a.=—the number of animals in the sample losing mark 2
as—the number of animals in the sample losing mark 3

b, s=the number of animals in the sample with mark 1 and/

or mark 3
by, :=the number of animals in the sample with mark 1 and/
or mark 2
Then,
P1;2,3==D1P2Ps (25)

If we can safely assume that P(a:) =P (a:) =P(as), then p the estimate
of the proportion of marks lost is

a:+a:.+as
p= bea4-b1,a4-biys (26)
and
P1,23=Ps (27)

It should be noted that it is possible to assume that P(a;) =P (a.) 4+
P(as). Then we should pool the data for the estimate of the proportion
losing mark 1 and 2 into one sample. Also it is possible to use more
than three marks, which can be handled in a manner similar to the
above examples.

DISCUSSION OF PROBLEMS CONCERNED WITH ESTIMATING
NUMBER OF ANIMALS WHICH HAVE RETAINED THEIR
IDENTITY

In taking our subsequent sample of the marks and estimating the
number of animals which have retained their identity there are possible
sources of bias which could enter into our estimate even though our
sample was random. If the sample is taken over a short period of time
where the increase in the number of marks being lost is negligible, then
any possible bias would be negligible. However, if the increase in the
number of marks being lost is substantial, it is possible that the estimate
of the number of animals which have lost their identity will be biased.
During the sampling period we are estimating the average number of
marks retained, and, we are making a linear interpolation. However, if
during the sampling period the graph of the number of marks retained
plotted against time departs any appreciable amount from linearity,
then our estimate would be biased. However, if the graph is linear or
essentially linear, there should be no appreciable bias.

As mentioned previously, if we can safely assume that P(a:) =P (a:)
or P(a;)=P(a:)=. . .P(a:) then obviously it will be better to pool
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the sampling data and make one estimate of (P(a). However, the
question arises, when is it safe to assume that the probabilities are
equal? One could test to see if the observed proportions of marks lost
differ significantly by (1) a chi-square test of independence (2) a
binomial test or (8) if the sample size is small more accurately from
statistical tables for use with binomial samples such as presented by
Mainland et al. (1956). Then if the differences are significant, we
would decide against pooling. However, in tests of this nature, one can
make the statement that the differences are non-significant or are of
such a magnitude as to be inconsequential, but it is impossible to prove
that the differences are zero. It may be that our tests are not accurate
enough to detect the differences. Also our tests are for Type I errors
(Type I error is to reject the null hypothesis when it is true). However,
in a test of this nature it would appear that a Type II error (Type II
error is to accept the null hypothesis when it is false) is much more
serious than a Type I error. Therefore, in order to minimize the
probability of committing a Type II error, we believe it would be wise
to accept differences as being significant at a relatively high probability
(say, e.g., probability of .30 which is the probability of committing a
Type I error). This is possible, inasmuch as when the sample size is
fixed, choosing as significant a larger probability of a Type I error will
decrease the probability of making a Type II error. Generally, we
would recommend that one assume that P (a:) +P(a:) or P(a;) +-P(a:) +
... 4P(a;), unless there is strong evidence to the contrary. Estimates
of Q will not be biased by assuming that the probabilities are different,
but our estimate of Q could be biased by assuming that they are equal
when in fact they are not equal.

It should be pointed out that in order to estimate Q it is not necessary
to multiple mark all animals, i.e., if we can identify the multiple marked
animals in the sample. Also we could estimate Q from a separate ex-
periment, during a different time period, a different area, or even by
pooling data from various sources. Obviously there is inherent danger
in such a procedure. One should be certain that the estimate of Q applies
to the period for which we are estimating the number of animals retain-
ing their identity.

This paper has the objective of showing how to estimate the number
of animals which have retained their identity so that a correction can be
made for this in estimating population size. However, we would like to
point out certain aspects which should be considered even if an estimate
of the number of animals retaining their identity is not made. With
some animals, e.g., deer, the cost of capturing the animals for marking
is high. Therefore, once such an animal is marked and released into
the population we want to be relatively certain that we will be able to
identify this animal again. Therefore, there will be obvious advantages
in multiple marking such an animal. Usually the cost of marking and
handling the animal is negligible compared to the cost of capture. Also,
the cost of applying any additional marks on the animal is negligible.
Previous experiments may indicate that a mark placed on such an animal
will after a given period of time, say a year, have a probability of being
lost equal to .10. Then we would expect that on the average 10 percent
of our animals would lose their identity while 90 percent would retain
their identity after a year’s time if only one mark was placed on the
animals originally. However, if two marks were placed on each animal
and each mark had a probability of being lost of .10, then p;,.—.10°=.01.
Thus, we would expect that on the average only 1 percent of the animals
would lose their identity while 99 percent would retain their identity.
Now, let’s place 8 marks on the animal each with a probability of being
lost of .10; then pi,e,s=.10°=.001. Thus we would expect that on the
average only .1 percent of the animals would lose their identity while
99.9 percent would retain their identity. This is a considerable reduction
from when only one mark was placed on the animal. The multiple
marking would be another approach to overcoming the problems of
mark loss and may be more fruitful than attempts toward obtaining
superior marks.

With animals which are small and can be caught in large numbers
it would not be as important to make sure that the animals have such
a high probability of retaining their identity, .e., if we can evaluate this
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loss and correct for it in our population estimate. In fact, the multiple
marking of such animals might have a disadvantage. If marking and
hanaling cause mortality, it is possible that the use of multiple marks
will cause additional mortality. This could bias our population estimate,
inasmuch as stated previously, one of the necessary conditions for the
application of the Petersen estimate is that marked animals suffer the
same mortality as the unmarked.

ESTIMATING THE POPULATION

Once we have determined s, the estimate of the number of animals
originally marked which have retained their identity, we are in a position
to make a more nearly unbiased estimate of the population by the
Petersen method. In the Petersen formulas, formulas (1), (2), and
(3), M is the number of animals originally marked. However some of
these animals will not be available to be caught as marked animals in
the sample because they have lost their identity. Therefore if we
substitute s for M in the Petersen formulas we will have a more nearly
unbiased estimate of the population. Thus, formula (1) becomes

t=s/(x/n)
or t—sn/x (28)
and formula (2) becomes
t=s(n41)/x41 (29)
and formula (3) becomes
y={(x/n)/s
or y=x/ns (30)

We have been assuming that the probability of the loss of marks on
an animal are independent, i.c., their loss is not correlated. It will be
worthwhile to consider the consequences if they are positively correlated,
1.¢., the loss of one mark increases the probability that another mark will
be lost. (It would appear that the possibility of them being negatively
correlated is unlikely.) Then our estimate, pi, . . .,», will have a nega-
tive bias while our estimate of Q will have a positive bias, i.e., on the
average q > Q. Then on the average s> S and on the average our
population estimate will have a positive bias, ie., t > T. However, if
we did not estimate s (even though s is biased) our population estimate
would on the average have an even greater bias, i.e., on the average
t: > t: > T, where t:. is the population estimate when no estimate is
made of the number of animals retaining their identity and t. is the
population estimate where an estimate is made of the number of animals
retaining their identity. Thus, even though the losses of marks are
positively correlated it will be worthwhile to make a biased estimate of
Q, for it will always allow us to remove some even though not all of the
bias from our estimate of T.

SAMPLING ERROR

Any estimate is subject to experimental error and it is important
to make some statement about the probable size of such error. The size
of such error must be evaluated, at least approximately, before any
confidence can be placed in an estimate. In the usual Petersen type
estimate there will be sampling error in x (or x/n) and in formulas (28),
(29) and (30) there will also be sampling error in our estimate of s. If
our assumptions are met, all of the quantities to be estimated will be
distributed according to the binomial distribution, if sampling is done
with replacement. However, is sampling is done without replacement
they will be distributed according to the hypergeometric distribution.
However, in practice, it would rarely happen that so great a fraction of
the population is sampled that the hypergeometric would differ appre-
ciably from the binomial. Thus, in most instances no sensible error
would be committed by taking the distribution to be binomial. We are
also considering that our sample size is large enough and that the mean
of our estimate of the population size, t or y, is large enough for large
sample theory to apply and so that t and y may be regarded as normal
variables. Then the 95 percent confidence limits of our estimate (actu-
ally the 95.4 percent limits) can be approximated by
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(t, %) =t+ 2~V (1) (31)

where t=the lower limit of the 95 percent confidence interval
“T=the upper limit of the 95 percent confidence interval
v(t) =the sample estimate of the variance of t.
and (y, y) can be estimated in a similar manner.

In calculating confidence limits as outlined above, they should prefer-
ably be calculated for statistics whose distribution is as “normal” as
possible. Ricker (1958) states that in estimating the population size,
the reciprocal of t tends to be distributed symmetrically about the mean,
while t often is not symmetrically distributed about the mean. There-
fore, he suggests that confidence limits first be computed for y (where
y=t') and then inverted in order, to obtain limits for t.

According to the binomial theory, the large sample estimate of the
variance of a proportion' is:

J
v(p)=p" (1-9)/n (32)
where v(p) —the sample of estimate of the variance of p
p’ —the sample estimate of the proportion
n =sample size

In many of the estimates discussed in this report there will be experi-
mental error in two or more components and it will be necessary to
compound these errors. Therefore we will present formulas for the
large sample approximation of the variance of a product and the variance
of a quotient. If Z=XY, then the variance of Z is

V(Z) =Y*V(X)+XV(Y) (33)
where V (Z) =the variance of Z
V(X) =the variance of X
V(Y) =the variance of Y.
Now if Z=Y/X, then the variance of Z is

1
V() =a VX4 g V(Y). (34)

In sampling, we substitute estimates from the sample into the above
formulas and thus we can arrive at an estimate of the variance of the
product or quotient. The development of these formulas are shown in
appendix (1).

To illustrate the setting of confidence limits, let’s illustrate the pro-
cedure for computing confidence limits for formula (1) and formula (3)
assuming that none of the marked animals lose their identity and M is
known without error. The variance of x/n from formula (32) is

v(x/n) =(x/n), (1-x/n)/n. (35)
Then from formula (34) the variance of t is
v(t)= M* v(x/n) + 1 v(M)
(x/n)* (x/n)?
However, since v(M) is zero the term 1 v(M) vanishes and
(x/n)?
v(t)= M? v(x/n) . (36)
(x/n)*
The variance of y from formula (34) is
viy)= (x/n)* v(M)+ 1 v(x/n)
M¢ e
However, since v(M) is zero, the term
(x/n)* v,M)
MA
vanishes and
viy)y= 1 v(x/n) . (37)
™

Bfailey (1952) gives the following expression for estimating the variance
of t:

v(t) =Mn(n-x)/x* . (38)
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Ricker (1958) gives the following expression for the large- sample
variance of y:

v(y)= x(n-x) (39)

M®n® .

However, these expressions (38) and (39) will give the same results
as formulas (36) and (387). This can be illustrated by the following
example taken from Ricker (1958, p. 85, example 3A). Thus, M=109,
n=177 and x=57.
By formulas (1) and (3), t=109/(75/177)=339 and y=(57/177)/
109=.00295. The variance of x/n is:

v(x/n) =(.322) (.678)/177=.001233
and according to formula (36)
v(t)= 1092 .001233
3224
=1362.677
According to formula (38)
v(t)=(109)2® (177) (177-57)/57
=1362.646

which gives the same result as formula (36) allowing for errors due
to rounding. According to formula (37)

v(y)= 1  .001233
109°
= .000,000,010,38

and according to formula (39)
v(y)= bT7(177-57)
(109)*(177)®
= .000,000,010,38
which is the same result as obtained from formula (37).
The approximate 95 percent confidence limits of t and y are
(t, t) =330+ 2/1362.671
=265-413
and (y, y)= .00295+ 2 v/ .000,000,010,38
T = .002,747 ~ 008,153 B
Inverting the limits of y gives limits of t and t equal to 317 — 364 which
are not symmetrical about the mean. -

Now let’s consider the case where some of the marked animals lose
their identity and we are using formulas (28) and (30) to estimate
the population. The variance of (x/n) will be estimated as done previ-
ously (formula 35). However, now there is also experimental error in
our estimate of s. First we must estimate the variance of p or p.p., etc.
Let’s assume that P(a,) =P(a.) and make a pooled estimate, p. Then
from formula (32)

v(p) =p(1-p) /brtbs. (40)

If we assume that P(a:) =P (a.),
V(p:) =p.(1-p:) ba (41)
and V(pz) :pz(l-pz) /by (42)

Then our estimate of the variance of p;,» from formula (33), assum-
ing that we made a pooled estimate p from formula (33), is

v{p1,2) =DV (p) +p*v(p) (43)
or v(pe) =2 [pv(p)]
and if we did not make a pooled estimate, p, the variance formula is

V (P12} =pV(p1) +p: V(p2) (44)
Inasmuch as pi,: is distributed binomially
v(q) =V (Pi2) (45)
and from formula (83) the variance of s can be estimated as follows
v(8) =M% (q) (46)
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Then, our estimates of the variance of t and y would be as follows

v{t)= s v(x/n)4 1 v(s) (47)
(x/n)* (x/n)?
and v(y)=(x/n)* v(s)+ __1_ v(x/n) (48)
s* s?

By use of the basic formulas presented, v(t) and v(y) can be determined
when more than two marks are applied.

Let’s consider an example. We will use the same basic data, modi-
fied somewhat, which we borrowed from Ricker previously. Let’s as-
sume that 110 animals were marked originally with two marks and
each mark had a probability of being lost of .10, Then p:.= (.10) (.10)
=.01, q=.99, and s=.99(110)=109. (If we had applied only one mark
to the animal and p equaled .10, we would have had to mark 121 animals
to expect s to equal 109.) Out of our sample of 57 animals we found
b:+4+b:=103 and a;+a;=10. Then p=10/103 or approximately .10 and

v(p)=.10(1-10) /103

—=.0087

and  v(pi.) =2 [.10°(.0087)]
= .000,174

and v(q) = .000,174.

Then,
v(s) = (110)* .000174
=2.1054
As previously, v(x/n) = .001233, then
v(t)= 109° 0012334 1  2.1054

322 322°
= 1382.982
and  v(y)= .322° 21054+ 1  .001233
109° 109°

= .000,000,010,532,5

The approximate 95 percent confidence limits of t and y are
(t, t) =339+ 2 v/1382.982
=265 - 413
and (y, y)= .00295+ 2 / .000,000,010,5

= .,002,745 — .003,155 _
Inverting the limits of y gives limits of (t, t) equal to 317-364. Actually
the variance of s contributed very little to the variance of t and y in the
example presented here, which is shown by the fact that there was no
measurable change in the confidence limits from that presented previ-
ously: however, this may not be necessarily true in all cases.

DISCUSSION

What has been presented in this report is only a preliminary con-
sideration of the problem of mark loss, We would like to encourage
others to consider this problem in more detail, especially the mathemati-
cal aspects of the problem and the determination of confidence limits.

The formulas for the determination of confidence limits and the
variance of the estimates are only large sample approximations. How-
ever, the question arises, how large does the sample have to be for the
approximation to hold and for the estimates to be approximately nor-
mally distributed? We don’t have this answer, and surely this is worthy
of further St_l_.ldy. Also, which confidence limits, (£, t) or the invert_ed
limits of (y, y) are best? In the example, the inverted limits of (y, y)
gave the shortest limits, however an approximation cannot be chosen
sol((eily because it yields the shortest limits. This is also worthy of furt[her‘
study. R
It should be noted that the formulas for the determination of variance
are generalized. This was done on purpose so that they could be used
with different sampling plans and assumptions. It should be emphasized
that the formulas for the estimation of the variance of the estimate are
only large sample approximations and in small samples they could under
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estimate the variance. Formula (34) for the variance of a quotient
can be put into the form which Finney (1952) refers to as a “naive
result”. He suggests that for the use of formula (34) X must be at
least 9 times its standard error for the setting of the 95 percent confi-
dence limits. Finney presents formulas for the determination of fiducial
limits of a quotient based on the t distribution and the Behrens - Fisher
distribution which would be appropriate for small samples. For the
assumptions, we have used in this report, fiducial limits based on the
Behrens-Fisher distribution would be the most applicable.

There was one source of variation which we did not consider in the
determination of the variance of the estimate. As pointed out previously,
even if the proportion of animals losing mark 1 and mark 2 was known
without error, pi,: is only the most likely proportion of animals losing
their identity in the finite population of animals we have marked. How-
ever, if a relatively large number of animals are marked, ie., if M is
large, we believe that the contribution of this source of variation to the
variance of the estimate will be negligible and can be ignored.
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APPENDIX L

VARIANCE OF FUNCTION OF INDEPENDENT VARIATES
Let Z be a function of two variates, X and Y, i.e. Z=F(X,Y). Then
suppose two values of X and Y are taken which deviate from their means
by the small amounts A X and A Y, respectively. Then the deviation of
A Z of the corresponding value of Z from its mean is
~2% 97
AZ X AX 4 Y AY (a)
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From this we can determine the relations between the variance of Z,
X and Y. Then V(Z), the variance of the resulting Z about its mean,
will be = (AZ)?/N. If we square both sides of equation (a) we get

r ) oxo ] el )m

Now, 2 (AX)*/N and = (AY)?*/N are the variances of X and Y, respec-
tively, 1.¢., V(X) and V(Y), respectively: Then,

g A0 S (aX) (Y
V(7)={ ) —~-(i—)_%@7‘) JﬁX.;\IJr-‘%(g)/(ﬁ )_ (,I.\\r) (V) )

However, since X and Y are independent their covariance will equal zero,
then

> (aX) (aY)] /N will equal zero. Thus

(a}a{ ) “[(Ag) (AY)] will vanish

and V(Z) = | )— V(X) + GY\ V(Z)
Now, if Z=XY, then (Q7%/@X)=Y and (J%/JY)=X and
V(Z)=Y> V(X) 4+ X V(Y) (e)
Now, if Z=Y/X, then ( %/ 3 X) = —Y/X?
and (& 2/ §Y)=1 and

—_

2

Y 1
ViZ)= x— VX + = V) (d)

Formula (¢) determines the variance of a product while formula (d)
determines the variance of a quotient. These are large sample approxi-
mations.

THE OBLIGATIONS OF THE BIOLOGIST

HArOLD E. ALEXANDER
Arkansas Game and Fish Commission

In discussing this subject before this select group, it might be more
appropriate to refer specifically to the wildlife biologist or resource
manager, since most of us like to think of our job status in such terms.
My reference to the larger designation, the biologist, is deliberate.
Because, in this world of science and scientific marvels, which have
vastly increased the scope and quality of our existence, and have, like-
wise, brought us to the edge of “Doomsday”, there is no longer a point
at which any segment of biology, or, for that matter, any aspect of
science may be separated from any other science, or from the social or
ethical codes or systems by which we live. Only a few years ago, the
lives of people (and of biologists) were relatively insulated from what
went on outside the immediate scope of their endeavor. Today, in this
age of jetplanes, antibiotics, synthetics, high speed presses, pesticides,
and the megaton bomb, nobody, and least of all the scientist who has
been largely respon51b1e for the creation of such a world, is any longer
separated from what goes on outside the realm of his particular special-
ity. But as we acknowledge the mighty force of science, and take pride
in the advances it has brought about in human welfare, we are, likewise,
aware of the limitations of science. The physical scientist has made us
particularly aware of this; for with the development of the atom bomb,
he created a force which threatens man’s extinction, and which does not
acknowledge or enlarge on the limitations of his moral and ethical
responsibility. Neither the biologist, or any other scientist, can longer
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